UNIVERSITY OF MYSORE VAV

Ph.D. Entrance Examination, November - 2020

SUBJECT CODE :| §|2 QUESTION BOOKLET NO.

Entrance Reg. No.

2050914

QUESTION BOOKLET

(Read carefully the instructions given in the Question Booklet)

STATISTICS

SUBJECT :

MAXIMUM MARKS : 100 MAXIMUM TIME : THREE HOURS

(Including initial 10 minutes for filling O.M.R. Answer sheet)

INSTRUCTIONS TO THE CANDIDATES

1. The sealed questions booklet containing 50 questions enclosed with O.M.R. Answer Sheet is given to you.

2. Verify whether the given question booklet is of the same subject which you have opted for examination.

3. Open the question paper seal carefully and take out the enclosed O.M.R. Answer Sheet outside the question
booklet and fill up the general information in the O.M.R. Answer sheet. If you fail to fill up the details in the form
of alphabet and signs as instructed, you will be personally responsible for consequences arising during
scoring of your Answer Sheet.

4. During the examination:
a) Read each question carefully.

b) Determine the Most appropriate/correct answer from the four available choices given under each
guestion.

c) Completely darken the relevant circle against the Question in the O.M.R. Answer Sheet. For

example, in the question paper if “C” is correct answer for Question No.8, then darken against Sl. No.8 of
O.M.R. Answer Sheet using Blue/Black Ball Point Pen as follows:

Question No. 8. @& @ (© (Only example) (Use Ball Pen only)

5. Rough work should be done only on the blank space provided in the Question Booklet. Rough work should
not be done on the O.M.R. Answer Sheet.

6. |f more than one circle is darkened for a given question, such answer is treated as wrong and no mark will
be given. See the example in the O.M.R. Sheet.
7. The candidate and the Room Supervisor should sign in the O.M.R. Sheet at the specified place.

8. Candidate should return the original O.M.R. Answer Sheet and the university copy to the Room Supervisor
after the examination.

9. Candidate can carry the question booklet and the candidate copy of the O.M.R. Sheet.
10. The calculator, pager and mobile phone are not allowed inside the examination hall.

11. If a candidate is found committing malpractice, such a candidate shall not be considered for admission
to the course and action against such candidate will be taken as per rules.

INSTRUCTIONS TO FILL UP THE O.M.R. SHEET
1. There is only one most appropriate/correct answer for each question.

2. For each question, only one circle must be darkened with BLUE or BLACK ball point pen only. Do not try to
alter it.

3. Circle should be darkened completely so that the alphabet inside it is not visible.
4. Do not make any stray marks on O.M.R. Sheet.

S



PART - A [50 x 1 = 50]

This part shall contains 50 Multiple Choice/Objective type questions, each
question carrying one mark.

1)

2)

3)

4)

Let A > 0 and F(x) = 1- e for x > 0. Then for t > 0 I: e " dF(x) equals.

o o
) e B
(C) 0 (D) o

Which of the following is the MLE of P(X >1), given that {X , X,,....,X } isa
random sample from the exponential distribution with mean 6?

(A) exp(—)_() (B) l—exp(—)_()
(C) exp(-1/X) (D) 1-exp(-1/X)

Which of the following is the UMVUE of 6 from a random sample
{X,, X,.X,,X,} from U(0,8)?

She

(A) Zmln(Xl,Xz,XpXQ
5

(B) ZmaX(XszaX3aX4)
g

(C) gmln(Xl,Xl,X3,X4)

1
(D) Z(Xl-l_ X2+ X3+X4)

Which of the following is a sufficient statistic for 6, given that {X, X, X, X}
is random sample from the probability density function f(x,0)=0x%", 0<x<I
and 0 otherwise?

(A) (X X6 X )/n

(B) H;X"
(€)" max (XX LX)
@)= min: {X, X o X
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5) LetX.X,,...X bearandom sample from the normal distribution with mean
0 and variance 6°. Then the UMP test for testing H :6=1vsH :0 # |

(A) istoreject H, if Zf:l G
(B) istoreject H if » " X?<C,

(€) istoreject H ifC < 3" X <€,

(D) does not exist

6) Inwhich test both levels of probabilities of committing I type and Il type need
to be specified.

(A) Wilcoxon test (B :SPRT
(C) Paired t-test (D) F-test

7) Statement P: Critical region is the region of rejection which is a subset of the
sample space.

Statement Q: Test function is a mapping from sample space to [0,1]
(A) Both P and Q are true

(B) P is true but Q is not ture

(C) P is not true but Q is true

(D) None of the above

8) Fortesting H, : u =, against H : u # p based on a random sample of size
n from a normal distribution with mean 1 and unknown variance 6°. The best
test is

(A) Most powerful test
(B) UMP test
(C) UMP unbiased test

(D) Wilcoxon Mann Whitney test
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9)

10)

11)

12)

Data on rainfall for the month of June 2015 is available for Udupi city. Which
of the test is most appropriate to check the distribution of rainfall is random?

(A) Run test
(B) Sign test
(C) Mediantest

(D) Wilcoxon test

Which one the following is the moment estimator of B if X has gamma
distribution with E(X) = AB and V(X) = A*?

(A) §*/X (B) s/X

© X8 D) x/8*

Which of the following statistical techniques is appropriate when the variables
to be analyzed are interrelated without designations as to whether they are
criterion and predictor variables?

(A) multiple regression
(B) multivariate analysis of variance
(C) discriminant analysis

(D) factor analysis

Which of the following statistical techniques identifies homogenous subgroups?
(A) factor analysis

(B) multivariate analysis of variance

(C) cluster analysis

(D) multidimensional scaling
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13)

14)

15)

16)

17)

The following technique can be used to detect multivariate outlier:
(A) Normal probability plot (B) Box plot
(C) Mahalanobis distance (D) Scatterplot

Which one of the following is not true for an ergodic Markov Chain?
(A) Itisirreducible

(B) Itis periodic with period 2

(C) Itisnon-null

(D) Itisrecurrent

2
In a Branching process let the offspring distribution be Py = E(E)" k=0,12,...

Then probability of ultimate extinction is

(A) 1/3 By 12
(C) 23 (D) 1
If {N (t), t > 0} is a homogeneous Poisson process, then the auto correlation

coefficient between N(s) and N(t), s<t is

S §
A 3 (8) \g

(€ fsi (D) st

A Markov chain is irreducible if

(A) All states communicate with each other

(B) Itstransition probability matrix is non-singular
(C) All states are absorbing

(D) Its states do not communicate with each other
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18)

19)

20)

21)

Which one of the following statements is not true for a Brownian motion
process?

(A) Itis aprocess with independent increments
(B) Its increments are normally distributed
(C) It is a Markov Process

(D) Itis strictly stationary

The distribution of the sample mean is same as that of each random sample
unit implies that the distribution can be

(A) Exponential
(B) Normal
(C) Discrete distribution on a non-negative integers

(D) Cauchy

Brownian motion process is

(A) Discrete time discrete state space stochastic process
(B) Discrete time continuous state space stochastic process
(C) Continuous time discrete state space stochastic process

(D) Continuous time continuous state space stochastic process

Simplex method is employed to solve a
(A) Quadratic programming problem
(B) Dynamic programming problem
(C) Linear programming problem

(D) Stochastic programming problem
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22) The Characteristic function of geometric random variable is

(A) (q+pe")"
(C) g/(1-pe")

(B) p/(1-qe")
(D) [p/(1-qeM)]

23) Inamultiple linear regression model with multicollinearity problem, which one

of the following is not true

(A) t-ratio of the regression coefficient is very small and R2-the coefficient of

determination is very high

(B) Unbiased estimator of mean response exists

(C) Error variance can be uniquely estimated

(D) There is unique J which minimises the error sum of squares

24) Inasimple linear regression model Y=8+BX +€,i=1,2,,..n, the variance

of the least squares estimator of [3, is
2 n

(A) L—;‘—,where S = Z(X - )_()2

i
xx i=l

(B) 0'2{1 +£J
Sl'x

(©) 2 ;+S—J

25) Themodel ¥ = c‘g+ﬁXf +e, iscalled

(A) Estimate of E(Y /X))
(B) Sample regression function
(C) Estimate of regression function

(D) Simple linear regression model

M-5249 -7-
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26)

27)

28)

29)

In the linear regression model under the assumption of normality which one of
the following is true

(A) OLS estimators of regression coefficient coincides with maximum
likelihood estimators

(B) The estimator of error variance coincides with maximum likelihood
estimators

(C) Both OLS estimators of regression coefficient and error variance coincides
with their maximum likelihood estimators

(D) Maximum likelihood estimators of error variance ¢* are unbiased

Heteroscedasticity may result due to the presence of

(A) Outliers in the sample

(B) Omission of important explanatory variables in the model
(C) Skewness in the distribution of regressors in the model

(D) Allthe above

Using the OLS estimation technique in the presence of heteroscedasticity will
lead to :

(A) Easy acceptance of statistically significant coefficients using t and F test
(B) Easy rejection of statistically significant coefficients using t and F test
(C) Thet and F test still being accurate

(D) ttest gives accurate results while F test does not

If the Durbin-Watson d-test statistic is found to be equal to 0, this means that
first order autocorrelation is

(A) Perfectly positive
(B) Perfectly negative
(€) Zero

(D) Non-negative
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30)

31)

32)

A sample of size n is drawn using SRSWOR scheme from a dichotomous
population. If the sample has proportion p of items of category I and
proportion q of category 11, then an unbiased estimate of variance of proportion

pis

2 _ hpq : _(N—-n)pq
s =—— s =—2=
(A) P 1 1 (B) P n
» _(N-n)pq P pzq
S _—— —
(C) P N(n_l) (D) Sp H—l
Match List I with List II and select the correct answer using the codes given
below
ListI ListII
a) Useofauxiliary information at 1. Unibiased estimator of the
the sampling stage sampling variance

!\J

b) Interpenetrating sub sampling Probability proportional to size

sampling
c) Afterarandom start, theremaining 3. Cluster sampling

sample units are separated by
equal intervals

d) A group of elements constitute 4.  Linear systematic sampling
a sampling unit

(A) (a2),(bl),(c4),(d3)

(B) (a2),(b1),(c3),(d4)

(C) (al),(b2),(c4),(d3)

(D) (al),(b2),(c3),(d4)

Which of the pair of treatment means differ significantly out of a set of treatment
means, can be asserted by

(A) leastsignificant difference test (B) Duncan’s multiple range test
(C) Student-Newman Keul’s test (D) Allthe above
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33) If Rank(C)=v-t then the number of independent non estimable treatment
contrasts in an incomplete block design with v treatments and b blocks is

(A) v-t (B) t-1
(C) b-t (D) v-1

34) If X has Poisson distribution with P(X = 1) = P(X = 2), then variance of the

distribution will be
(A) 0 B) 2
() 2 (D) 4

35) Average variance of elementary treatment contrast in BIBD is

2ro” 2ko’
(A) 2 (B)
A% vr
e 2ko? © 2ro”
) Av ) bk

36) Youden Square design is
i)  Anincomplete Latin Square design
ii) Particular case of BIBD
iii) Complete Design
iv) Variance balanced design
(A) (i), (ii) and (iv) are correct
(B) (ii), (ii1) and (1) are correct
(C) (ii), (iii) and (iv) are correct

(D) (i), (iii) and (iv) are correct
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37) A block design has 4 blocks and 5 treatments. What is the maximum rank of
the design matrix of such a design?

(A) 8 (B) 9
) 7 (D) 4

38) Heteroscedasticity is more likely a problem of
(A) Cross-section data
(B) Time series data
(C) Pooled data

(D) All of the above

39) Ifasequence {4,} is increasing then lim 4, is:

100

(A) UA ® UN4

n=l k=n

@) o N4,

n=100 n=1

40) Let X be an RV with Characteristic function ¢(t). The random variable is
symmetric if

(A) o(t)isreal
(B) o) = o(-t)
(C) both statements (A) and (B) are true

(D) Statement (A) is true but not (B)
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41) The characteristic function of a degenerate random variable degenerate at X=m is
(A) m (B) ei:m
© 1 (D) e

42) PPS sampling is more efficient than SRS sampling if
(A) Response variable Y and the auxiliary variable X are linearly related
(B) When the line of regression Y on X passes through the origin

(C) Y and X are non-linearly related

(D) Population is homogenous

43) The Bias of Ratio estimator B (f?)is

(A) _Cov(_R,f) B) Cov(;,X)
©) - Cov(f,X) o Covfé?,Y)

44) The first order inclusion probability under Midzuno sampling scheme is

i n—1 +N—n
G s
: N-—n +n—l
(2 N — lp N -1
c n N—n
(©) Npa‘ L
- n—1 n
L) Wt W
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45)

46)

47)

48)

If events A and B are independent, then which one of the following is NOT
true

(A) A and B¢ are independent
(B) A°f and B¢ are independent
(C) B and B¢ are independent
(D) P(AUB)=P(A)[1-P(B)]+P(B)

Suppose a public health investigator wishes to estimate the proportion of
children in a district receiving recommended immunization to be within 10%
of the true value with 95% CI. If this proportion is assumed to be 80%, how
large a sample size will he require?

(A) 62 (B) 20
(C) 42 (D) 56

If X and Y are independent Poisson(2) random variables, what is the distribution
of X given X+Y=m?

1 1
(A) Poisson (EJ (B) Geometric (EJ

1 1
(C) Binomial(msgj (D) Binomial [m’ZJ

Let (X,, X,,...., X ) be a random sample from the density f(x) = %e‘ o=l
Then the maximum likelihood estimation of 1 is

(A) the sample mean

(B) the sample range

(C) the sample median

(D) the sample minimum
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49) LetL(X,, X, ..., X ) be the likelihood ratio test statistic for testing H : L=,
against H : 1 # 1, based on a random sample of size n from a normal
distribution with mean 1 and unknown variance 6. Then asymptotic distribution
of -2 log L(x,, X,,..., X ) is

(A)
(B)
©
(D)

50) i)

Chi-square with one degree of freedom
Chi-square with 2 degrees of freedom
Chi-square with n degrees of freedom

t-distribution with n-1 degrees of freedom

Statement: The mle is not always obtained by differentiation
Statement : The mle is not always unique

Only (i) is true

Only (ii) is true

Both (i) and (ii) are true

Neither (i) nor (ii) are true

PART - B
This part shall contains Five questions, each question carrying ten marks.
[5 x 10 = 50]
Let Xm, X(z;* X0 be the order statistics of iid rv’s X, X,, X, with

ls="a)

b)

M-5249

common pdf

ﬁe""ﬁ if x>0,4>0

0 otherwise

LetY, =X, —X,andY,=X,. Showthat Y and Y, are independent.

(3) (n

Let (€2,F) be a measurable space and X be a function defined on (£2.F) to
(R B). If A is o-field in F then the class C in B of all sets whose inverse

images belongs to A is also a o-field.
[5+5=10]

=14-




e}
&

b)
et
b)
4, a)
b)
5. a)
b)
M-5249

1 X
Let X, has pdf f(x)= ?,x >1and X, =—",n21 Examine whether X

n
converges (i) almost surely and (ii) converges in r' mean

Let {X } be a sequence of binomial random variables with parameter

(n,p,) such that ip. — A as n — . Show that X —L 3 X asn —eo,

where X has Poisson distribution with parameter A.
[5+5=10]

Explain Lahiri’s method for obtaining a PPS sample. Show that this
method ensures the required probability under PPS sampling.

Show that BIBD is a connected design.
[4+6=10]

Show that for the regression model satisfying all the basic ideal conditions,
OLS estimators of  and 6 are jointly sufficient and efficient estimators.

Obtain the range for the ridge parameter such that ridge estimator dominates
the OLS estimator under mean squared error criterion.
[5+5=10]

Define principal components. Obtain the first two population principal

S
components given 22{7 7:'. What is the percentage of variation

—

explained by the first principal component?

Define Moving average process of order q. Show that it is covariance
stationary.
[5+5=10]

000

-15-



e i,
REATSS TN

-—

00

ve(sipn of the instrurci&i_o;w‘"s” is printed on_thé front cover c?f tha_s____f{qck[et.

o D - R L L i A i 2 . s % o
35 LR o h i R e Dl O L 4
13 BB i Rl Bt P 3
® e e E el el RN e R e B ¥:
i i a9 ! ol ] e 3
(5L o5 il i A ol D, s B
8B 8 RS @B e e Rl g iRt fae g 8 2
m e s I O T Th 3 .,ﬁf‘ Q R 13 62
13 203 {1 Bl 3 " 4 a3 a° Q 4 2
% ) 3 1S 1O) 8 Sty e 0 B R4 3 43
R LR GG . o 2 4 Jw > 1o
e MMM J_\M o)t .mw k)] .ﬁ 15 E)] ,WM L M_. o ‘3 &,
: S ey (MR 5§ : A 4 o
34 e el
5 [ oD e e
8 9 e LG R o e
13 S i b3 S 7 B
o ] M e L @ aw m 4 )_ t
.\...“ & m ..vv
e 13 Q9 3
S i
56
> 3 5]
L) o
63 o —
& e
T =
E ¢ M)
R 2
9.5 (¢
2 B o
ﬁm." o mvl
3 13 e
o 3
T2 B
5 Mm o
oG &
Wy @
3R
%M 4@ nU
i
¢ 8 )
BT d“ o0
13 _w a3
[ A
Hw» Y LA m
209193 *
w ) G i
wm o %3] |

6

English

Note

M-5249



