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PART-A

[50x1=50]
1.  For any two independent events A and B associated with an experiment :
(A)P(A|B)+P(A|B)=1 (B) P(A|B)+P(A|B)=P(A)
(C) P(A) =P(B) (D) P(A|B)+P(A|B®)=2P(A)

2. LetX, and X, be two independent binomial random variables. The distribution
of conditional probability of X, =k given X + X, =x1s:

(A) Poisson distribution (B) Negative binomial distribution
(C) Hypergeometric distribution (D) Normal distribution

3.  {A } beasequence of independent events and A be a set of points common to
infinite number of events A , A,, ....... Rl with Z;P (A, )=c°, then
(A)P(A)=1 @ PA)=0
(C) P(A) does not exist D) P(A9=1

4.  Letthe distribution function of a random variable be

F(x)z{Oifx<%and[

The support of F(x) is

1+1 ifn +le<n+§-, p=0L2,..3
2 2 2

123 5
A) Set of int ala? 5 . B) e
(A) Set of integers ()222
C -1* i l 130
( ) 2 4 8 """" (]3) g dy dg sseseas
5. IfY, is AN(n, 2n), then is also AN(n, 2n)
n—1 ‘
@ Y; B) (n—-1)Y,
Jn-1
C 4 D - 1)*Y
(©) e D) (r—=1yX,
6. LEEX (k—1.2, ... n) be independent random variables with zero means and

variances o . The sequence X — 0 almost surely if

(A) Z O.k V Z] O

<o (B) T(oo

2
o, o
©) Z £~ <o, finite n (D) > oy isfinite
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10.

11.

12.

13,

If X has Poisson distribution with P(X = 1) = P(X = 2), then variance of the
distribution will be

(A)0 ®) 2
©)2 (D) 4

The distribution of the sample mean is same as that of each random sample unit
implies that the distribution can be

(A) Exponential

(B) Normal

(C) Discrete distribution on a non-negative integers

(D) Cauchy

If random variable X has probability generating function P, (7). The probability
generating function of 2X is

(A) P (#) (B) P
©Pr (-1 D) P(#)
Let X, X, vieeerss , X be ii.d. random variables with finite mean g. Then
X +X +...+X
R ) >4 . This is because
n
(A) Khinchini’s WLLN holds (B) Kolmogorov’s SLLN holds
(C) CLT holds (D) Chebyshev’s WLLN holds

Which of following statement is not true

(A) Lebesgue measure is a o-finite measure

(B) If {A } is a monotonic sequence then its limit always exists

(C) If Lindeberg-Feller condition is not satisfied then central limit theorem
doesn’t hold.

(D) If Lyapunov condition for CLT holds then Lindeberg-Feller condition for
CLT holds

Let X be a random variable with mean y and variance o2 Let £k > 0 be a
constant. Then which of the following is correct?

(A) P(X — | < ko) > 1 + (1/k) B) P(X -y <ko)> 1 - (1/ky

(C) P(X — | < ko) > 1 + (1/kY (D) P(X -4l <ko)>2

If f(x| ﬁ)=5-15e*""ﬁ , B>0.ECX) is

(A) B? ®) B
(C) 28? D) B
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14.

15.

16.

17.

18.

19,

+x-1
If X has pmf P, (x):(r » Jp’q’, =00 s then the mgf of X is
b A

( ¢ \

q q
@ | ® |5
ol 7
C t 1
©|i=h ® |2

Suppose X , X are random variables such that X converges in distribution to
X and (-1)" X also converges in distribution to X. Then

(A) X must have a symmetric distribution

(B) X must be 0

(C) X must have skewed distribution

(D) X? must be constant

Assume that X ~ B(n, p) for some n>1 and 0 <p <1 and Y ~ Poisson (A) for
some A > 0. Suppose E(X) = E(Y) then

(A) V(X)=V(Y)

B) V(X)<V(Y)

©) V(Y)<V(X)

(D) V(X) may be larger or smaller depending on the values of n, p and A

If a distribution has moment generating function M, (7) = (2 — €')? then the
distribution is

(A) Geometric distribution (B) Hypergeometric distribution
(C) Binomial distribution (D) Negative binomial distribution
XK i , X, 1s arandom sample from a normal population with mean 0

L
7| 2

and variance 1, then T=—

18 ixf

i=19

1s F-variate with parameters.

(A) (18,25) B) (25,7)

(©) (18,7) D) (7,18)

The distribution of sample maximum Xos of n order statistics Xip Koggreos X
is:

(A) F(x) B) nF(x)

(C) nf(x) D) /)
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20.

21.

22.

23.

24.

25.

Identify the correct statement

(A) Almost sure convergence implies convergence in probability

(B) Convergence in distribution always implies convergence in probability
(C) Convergence in probability implies convergence in r-th mean

(D) Weak law of large number implies strong law of large numbers

Let {X } be a sequence of random variables with
| Js
P(X,=n)=_n" =P(X,=-n), P(X,=0)=I-n". Then SLLN holds if

A) A>1 B) a<1
© 2121 () 2<1

Lt Xy Xy conense , X be a sample from U(6, 6+ 1), then following is sufficient

for 6.

(A) Sample mean

(B) X, where X is the maximum observation in the sample

(C) X ,, where X( ;, 18 the minimum observation in the sample

D) (X, X,,)) where Xy X, are the minimum and the maximum observations
in the sample

A statistic T(x) is ancillary if

(A) IfE[T(x)] = 6, where 0 1is the parameter

(B) If E[T(x)] = constant

(C) If distribution of T(x) does not depend on 6

(D) If T(x) is sufficient for the parameter

Which of the following test is NOT a test for location?
(A) Median test (B) Kolmogorov-Smirnov test
(C) Run test (D) Mann-Whitney test

95% confidence interval for population mean under SRSWOR(N, 7) is

N-—n N-—n

7224 S,7+2.24 S
@A) [ sl 7 N J
(B) —196,}N e =06 |2 =g ]
©) ZSSJN s,y 258‘/ J

YL ”s R kel
D)
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26.

27.

28.

29,

30.

Which of the following statements is true in case of unbiased test?
(A) Power of the test is less than or equal to the level of significance
(B) Power of the test is at least the level of significance

(C) Power is always greater than the level of significance

(D) Power is always less than the level of significance

The rejection criterion of likelihood ratio test of level o for testing equality of
two normal populations with unknown and equal variances for two sided
composite alternative hypothesisis :

W L=t
(A) (x_y)z(ﬂl_ﬂ2)+tm+n—2,asp ;ﬂl—_

n

1l

X—y)2(u —u )+t S J—+—
®) (x=7)2(t~4) TR e

At g |
©) Ix —y|2(,u] _/u2)+tm+n—2,a Sp =

= et  EE
O) [*-72(1, — 1, )+1‘m+n_2‘E S, \—+—
2

m n

If ¢ is an unbiased estimator of g(6), then

() _(e®)
iI(B) ®) Var(t,)= nl(9)

(g'(®)

(A) Var(z,)<

©) Va(t, 2%(?)‘ ©) Var(, )ZW

IfX, ..., X is arandom sample from N(6, 1), then UMVUE of 8 is
@A) X* —% ®) X +%

© % o =

LXK o , X, be a random sample from N(u, 6%). To test the hypothesis
H,:0’ >0, against H;:0” <o, UER, the test

, ifX(x,-%) <k
o (x)= : 2B is
0, ifZ(x,—X) >k

(A) LRT test (B) UMP invariant test
(C) Minimal invariant test (D) Allthe above
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31.

32.

33.

34.

35.

aYN-a D
x|\n—-x
If B (x)= o . Then MLE of N is
(A) na/x (B) nx/a
(C) n/ax (D) x/an
The null distribution of Wilcoxon-Signed-Rank test statistic is symmetric about
n(n+1 n+1
@ ") ® & : )
© 7 o),

X ~ N(u, 0?) both 1 and ¢ unknown. The rejection region of LR test for
testing ¢ = o, against ¢” > o is

2
5 oy (n I)S
LA
(A) 0-02 Zﬂ—l,l—g— o_o n—l a
2
s 2 (n I)S
o
(C) o-g— Zﬂ—l,l—g‘ o.o n— la'

If the auxiliary variable related to the study variable is available for all the
population unit then we go for :

(A) Probability proportional to size sampling

(B) Systematic sampling

(C) Two phase sampling

(D) Two stage sampling

2, @, CR— , X _1is a random sample drawn using simple random sampling
without replacement scheme, then an estimator of the standard error of the
sample mean is

(A) s/ ® s[(-r)/n]"
112 Ns
© ol (1-1)/n] ®) 7

s* = Sample variance and 62 is the population variance.
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36.

37

38.

39.

40.

41.

42.

Horvitz-Thomson estimator can be applied to
(A) Any random sampling scheme (B) Any PPSWR sampling scheme
(C) Any SRSWOR sample (D) Systematic sampling

In SRS, bias of the ratio estimator is given by

@) Cov(_[?,f) ®) Cov(_ﬂ,f)
X X

o) - o S2E0)
X X

In the linear model Y=X/+€, which one of the following is correct :

(A) the parametric function A’# is estimable if A belongs to the column space
of X
(B) the parametric function 4'f is estimable only when X is full rank

(C) least squares estimator of the parametric function A’f is biased when X is
less than full rank

(D) the least square estimator of the parametric function A’f is not unique if X
is less than full rank

In which of the following cases the BIBD exists :
(A)yv=16,b=7,r=3,k=6and A=1
B)v=15,b=8,r=3,k=6and A=1
©C)v=16,b=8,r=3,k=6and A=1
D)v=16,b=8,r=2,k=6and A=1

Youden square design is
(A) Symmetric BIBD (B) BIBD
(C)LSD (D) Allthe above

In a partially confounded factorial design :

(A) The same interaction effect is confounded in different blocks

(B) The different interaction effects are confounded in different blocks
(C) The different interaction effects are confounded in a same block
(D) The main effects are confounded in different blocks

If 2* factorial experiment is to be conducted in RCBD, then the number of
experimental units in each block should be equal to
(A) number of replications (B) number of treatments

©) 15 D) 8
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43.

44.

45.

46.

47.

48.

49.

50.

If X, Y has bivariate normal density with = 10, 4 =12, 07 =9, 0, =9 and
p = 0.6. Then the conditional density of Y given X =x is

(A) N(0.8x+4,10.24) (B) N(4+x,6)

(C) N(6 + 0.4x, 3) (D) N(12+0.9x, 4)

Let d’= (Xj = 5'()’ gt (X,- = )_() denotes the generalized squared distance, where
e gy s , X, are sample from multivariate normal distribution. Then
(A) df is used to test for constant variance

(B) df is used to determine outliers not for testing normality
C) d? is used to test for normality but not for detecting outliers
j g

(D) d? is used to test for normality and to detect outliers

Hotelling’s T statistic
(A) is invariant under linear transformation
(B) follows chi-square distribution

(C) is used to test equality of population variance covariance matrices
(D) none of the above

The following is/are use(s) of Principal Component Analysis
(A) ranking of multidimensional data  (B) outlier detection

(C) only (A) is correct (D) both (A) and (B) are correct
If a closed set C contains only one state j, then state j is called :

(A) Transient state (B) Persistent state

(C) Absorbing state (D) Periodic

The probability of ultimate extinction of birth and death process when 4 >
is:

(A)1 (B) 4

(C) WA (D) 2

If {X,,n>0} is a Branching process then the mean E(X ) of branching process
is:

(A) m B) m"

(C) " D) n

o T . okl sl
If the transition probability matrix is 0 : then

(A) the Markov chain will terminate in State 1

(B) the Markov chain will terminate in State 2

(C) the Markov chain will terminate in State 1 and State 2
(D) from State 1 it will always go to State 2
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PART-B

1.  State Lindberg-Feller central limit theorem and obtain Liapunov’s central limit

theorem as a particylar case. [10]
P s X(1 L edenins ; X(n) are order statistics based on a continuous distribution with
pdf Aix) and cdf F(x), derive the joint distribution of X and X [10]

3. Define a shortest length confidence interval (SLCI). Derive SLCI for u based
on a sample of size n from N(i, c?) distribution, where ¢ is not known.[10]

4.  Compare and contrast Tukey’s and Scheffe’s multiple comparison procedure.
(10]

5.  Derive an appropriate classification procedure in case of several multivariate
normal distributions when costs of misclassification are equal. [10]

+4++4+
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